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Abstract

Privacy is an area of substantial societal debate and research interest. Increased sharing and processing of personal data
enables personalized systems and services, but also entails substantial costs in terms of surveillance and loss of privacy.
Retail is a domain where tensions of costs and benefits concerning data sharing is particularly evident and, hence, a
domain of high potential interest to HCI research on privacy. We have conducted an exploration of user’ decision-making
process when sharing personal data in retail, through semi-structured interviews with 14 participants. The interviews shed
light on data sharing habits— identifying convenience-oriented, opportunistic, or risk-oriented approaches— as well as the
relevance of privacy calculus and factors skewing their privacy decisions. Participants typically were able to explicate their
calculations prior to data sharing, considering relevant negative and positive consequences. At the same time participants
also acknowledged cognitive, emotional, social, and contextual factors that could skew their privacy calculus. Key findings
from the interviews were validated in a follow-up questionnaire study with 191 participants. Through reflection on the
findings relative to the existing body of knowledge, we propose three key future challenges for HCI research on retail, to

help users scope, balance, and act on their privacy considerations.
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Introduction

Privacy concerns are inherent in interaction with service
providers and interactive systems [10]. Any user of digital
technology— indeed, any member of modern society— are
likely to have their personal data processed in myriad com-
puter systems. From a user perspective, allowing applica-
tions, websites, and service providers in general to process
personal data can be beneficial, given that such processing
is required to achieve users’ specific goals or objectives [4].
Sharing personal data allows access to personal services or
content as well as personalization of general information
or services [3]. In brief, sharing personal data is currently
interwoven in key functions of society.

At the same time, privacy concerns represent a source
of substantial uncertainty and discomfort for users [46]. In

P4 Asbjern Felstad
asf@sintef.no

Kristiania University of Applied Sciences, Oslo, Norway
2 SINTEEF, Oslo, Norway

Published online: 12 July 2025

part, such discomfort is related to fear of privacy breaches
where unauthorized actors gain access to personal data with
potential implications for misuse [45]. In part, it concerns
the notion of surveillance capitalism [76] where monetiz-
ing user data is increasingly important to service providers.
Here, sharing personal data allows service providers to make
use of these data for purposes not requested or even desired
by users, such as customer segmentation, promotional cam-
paigns, and targeted advertising [72]. Under this perspec-
tive, while users may seem to benefit from data sharing in
that they get access to information and services for free, the
costs may ultimately threaten individuality, free will, and
liberal society [77]. In consequence, privacy concerns have
generated substantial public engagement and motivated leg-
islation, such as the European GDPR [25].

Privacy concerns have been a longstanding object of
research and discussions within the Human-Computer
Interaction (HCI) community. Privacy by design have been
discussed for ubiquitous computing since the turn of the
century [1, 40], numerous user studies have addressed pri-
vacy perceptions and behaviours [35], substantial work has
been done on privacy and design [22, 50], and personal data
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processing has been debated in the context of vulnerable
groups [49].

Still, despite HCI research and discussion, as well as pub-
lic debate and legislation, it is hardly an overstatement to
claim that consumer contexts still entail important privacy
challenges. Due to increasing computerization of public and
private spaces, sharing of personal data not only concerns
online service provision but also activities in the physical
world such as transportation, social events, and shopping
[34].

The retail context is particularly illustrative of current
privacy challenges [61]. Retail is a driver of targeted adver-
tising, tightly associated with surveillance capitalism [74].
Furthermore, processing of personal data is increasingly
taking place in both online and offline shopping contexts
through a blending of digital and physical provision of
information and services [10]. At the same time, the retail
context illustrates the potential benefits in the sharing of
personal data, as this unlocks utility-oriented and experien-
tial benefits [56].

As such, the retail context is an interesting point of
departure for discussions of privacy challenges within HCI.
Through a user-centred perspective, HCI research should be
able to identify and develop solutions enabling substanti-
ated needs for sharing and processing of personal data while
mitigating confusing and uncomfortable user experiences
associated with surveillance capitalism. As basis for this
discussion, we in this paper present a qualitative interview
study of user perceptions of data sharing in retail and their
decision processes for such sharing. Based on this study,
and a quantitative follow-up to validate its key findings, we
discuss privacy experiences in retail, and— more generally—
how this insight can motivate a discussion of the objectives
for privacy research in HCI.

Through this study, we contribute insights that may
motivate renewed reflection and discussion of privacy chal-
lenges in HCI and how to address these from a user-centred
perspective. Specifically, we propose the need for solutions
that enable users to scope and balance their privacy consid-
erations, as well as bringing these considerations to bear on
users’ actions.

Background

Privacy concerns in retail

Consumer retail is a domain where privacy issues are acutely
palpable [51]. Retailers seek to attract users, strengthen user
relations, and personalize the service journey, through cap-

ture and use of what Martin and Palmatier [46] refer to as
“vastly increased personal information”. For users of retail
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services, their personal data are sought when browsing and
searching for products online, when visiting stores, conduct-
ing payments, or having products brought home, as well as
post-purchase returns, complaints, recommendations, or
repurchase [11]. The increase in personal data capture and
use in physical retail has strengthened privacy concerns
[52]. In response, a substantial body of research on privacy
in retail has evolved. A review by Marriott and colleagues
[43] identified more than 130 relevant studies.

Privacy concerns are highly relevant for online retail
interactions, with data capture throughout the digital service
journey [61]. Such concerns are also increasingly relevant
for in-store retail interactions due to the uptake of digital
support for retail, e.g. in the form of retail apps, customer
clubs, and payment and credit solutions as part of so-called
omnichannel retail [56]. Just about any user interaction
with a retailer entails an opportunity or request for shar-
ing personal data, and the online and in-store modes of
retail increasingly blur due to a turn towards omnichannel
approaches where online and in-store customer interactions
blend and data flows between the online and in-store con-
text [10]. When sharing personal data, users may be limited
in their capacity or interest in considering how these are
used by the retailer or in the network of service providers
supporting the retailer service processes, though privacy
concerns are on the rise [30]. Furthermore, users may have
insufficient insight into the consequences of data sharing,
be it potentially negative implications— such as undesir-
able marketing activity— or potential benefits, such as an
improved user experience or reduced cost [57].

In response to the importance of personal data for ser-
vice personalization and broad presence of privacy issues
in service provision, along with increasingly strong privacy
regulation [25], privacy is a stated priority of retailers as
well as users. In a recent Cisco privacy benchmark report
[14], >90% of companies reported that customer patron-
age depends on data being properly protected. In a con-
sumer report by the same firm [13], 33% of surveyed users
reported to be privacy active.

At the same time, concern is voiced with regard to insuf-
ficient research attention to privacy in retail. Martin and Pal-
matier [46], in their introduction to a special issue on data
privacy in retail, noted the tension between users’ desire for
personalization and privacy as a reason for this being an
area of continued challenge— though a common interest in
retailers, regulators, and users to preserve privacy. Further-
more, they noted tensions in how user approaches to privacy
are construed by researchers as either (a) a privacy paradox
or (b) a consequence of users not being sufficiently aware
and knowledgeable to protect themselves from potential
harms of personal data sharing. In response to these issues,
they argue that “the extent to which customers are actually
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knowledgeable about the implications of their interactions
with retailers is an open question” [46] and call for research
addressing users’ actual knowledge of privacy and privacy
implications in retail.

Privacy research in HCI

HCI research on privacy is fundamentally about empower-
ing users to make informed and confident decisions regard-
ing their personal information [31, 37, 61]. Privacy decision
making is particularly important in a world dominated by
digital interactions and data exchanges. This research often
focuses on the development and evaluation of interfaces
that help users understand and manage their privacy settings
more effectively.

One prominent approach within HCI for supporting pri-
vacy decisions is the design of user interfaces that clearly
communicate privacy implications of various choices. To
support users in understanding and controlling their privacy
settings, researchers have explored the design of privacy
notices. This involves creating user-friendly visualization
metaphors that users can understand easily, thereby aid-
ing them in making informed decisions about their privacy
[37]. In this context, “privacy facts” [38], i.e., labels with
privacy-related information, and “privacy icons” [20, 31]
have been suggested as means to help users understand the
privacy policies before making a privacy-related decision,
e.g., accepting the privacy statements of mobile applications
or websites.

Similarly, conceptual models and frameworks have been
suggested to guide privacy-by-design processes and inte-
grate privacy-awareness elements during the initial stages
of the design process. Feng and colleagues [22] contributed
a conceptual framework that considers privacy choice as
a user-centred process that guides the development of pri-
vacy user interfaces. At the same time, conceptual work
to support user privacy awareness has been conducted for
specific technologies. For example, HCI research in cloud
data protection tools has sought to enhance transparency
and accountability in user interface design, thus supporting
informed user decisions [24]. Leschanowsky and colleagues
[41] focused on designing privacy strategies for Conversa-
tional Al systems, investigating how different strategies
affect users’ perceptions and their alignment with desired
privacy outcomes. Finally, Prillard and colleagues [55]
examined user privacy awareness and transparency in the
Metaverse, proposing a set of suggestions for ethical pri-
vacy design for this context. This type of research is crucial
for developing systems that not only respect user privacy
but also evoke trust and confidence.

In addition to interface improvements, there is also
emphasis on incorporating user preferences and behaviours

into privacy controls. Wijesekera and colleagues [68] con-
ducted extensive field studies to tailor privacy settings in
Android systems to match users’ actual preferences, signifi-
cantly reducing errors in privacy settings while maintaining
usability. This aligns with ongoing efforts in HCI to develop
predictive models that understand and anticipate users’ pri-
vacy preferences based on their past behaviour, such as the
work by Tendel and colleagues [66] on learning privacy
preferences through machine learning techniques.

Privacy decision support systems also integrate con-
textual factors that affect user decisions. Schaub and col-
leagues [59] proposed a context-aware privacy framework
that adapts to changes in user’s environments, enabling
dynamic privacy decisions that reflect the current context.
This reflects a broader trend in HCI to utilize context as a
crucial factor in privacy management.

Related to research on how to design for supporting
users’ privacy decision making, significant work has also
been done on the identification and mitigation of user inter-
face design that obstruct or bias users’ privacy decisions.
Important in this regard is concept of dark patterns, that
is, manipulative designs that “influence users to purchase
goods and subscriptions, spend more time on-site, or mind-
lessly accept the harvesting of their personal data” [7]. This
could, for example, concern cookie consent banners at
websites that may be designed in ways perceived as unac-
ceptable or unfair [8]. Gray and colleagues [29] listed and
discussed common dark patterns in user experience (UX)
design, including patterns for privacy, and detailed common
dark pattern strategies such as nagging, obstruction and
forced action to manipulate users into favourable outcomes
for the service owner provider at the cost of the user. On
basis of a user study, Gray and colleagues [28], suggested
that the manipulation felt by users when confronted with
dark patterns could indicate that user awareness is a first
step towards mitigation of manipulative design practices.

By improving the design of privacy interfaces, integrat-
ing adaptive privacy controls, and enhancing transparency,
as well as exposing and helping to mitigate manipulative
practices, HCI can significantly contribute to better privacy
management in digital environments. These research efforts
provide foundational insights for developers and policy-
makers to build more trustworthy and user-friendly systems.

Decision making for personal data sharing

Service providers are required to gather users’ informed
consent prior to sharing of personal data, by means of
increasingly thorough regulation [53], users’ sharing of
personal data in retail can be conceived of as a decision-
making process. Clearly, this process can be more or less
thorough depending on the priorities and circumstances
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of the individual user, but provided personal data is not
captured without due notice there is a decision process
involved. In the following, we will review three approaches
to understanding this decision-making process: privacy cal-
culus, decision making in practice, and a potential privacy
paradox.

Privacy calculus

‘Privacy calculus’ refers to the rational calculation of drivers
and inhibitors associated with personal data sharing. Drivers
may include personal benefits, perceived control, and trust.
Inhibitors may include perceived cost, risk, and privacy
concerns [16]. The privacy calculus, hence, involves users’
rudimentary analyses of potential risks and benefits prior to
sharing of sharing of personal data [15], which in turn may
guide their behaviour [12, 62].

Privacy benefits concern potential rewards or gains the
user may get in return for personal data sharing, such as per-
sonalization or monetary incentives. Privacy risk concerns
the perceived potential negative implications of personal
data sharing, which may negatively impact user’s privacy
concerns [62].

Drawing on previous literature, Beke and colleagues [6]
found that privacy calculus could entail assessments of risks
and benefits concerning a range of aspects, including the
expected service performance and security levels, outcome
expectations, service provision time, and psychological,
emotional, or social aspects. Marwick and Hargittai [47], in
a qualitative user study, found that users were particularly
aware of distinctions between different information types,
contexts, and recipients of information when making pri-
vacy decisions.

The notion of privacy calculus has been the subject of
substantial research across several decades, and substan-
tial empirical evidence suggests the relevance of rational
assessments of risks and benefits for users’ data-sharing
decisions, though the real-world manifestations of privacy
calculus may not be as straight forward as survey-based or
experimental studies suggest [15].

Privacy decision making in practice

While the privacy calculus perspective assumes data sharing
following a rational calculation of benefits and risks, ratio-
nality may not entail a sufficiently comprehensive explana-
tion of data sharing behaviour.

Fernandes and Pereira [23] argued for the need to revisit
the assumptions of privacy calculus, as they found that risk-
benefit assessments of data sharing are not fully rational. In
a questionnaire study, they found evidence of this as users’
utilitarian benefits and hedonic motives may outweigh
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privacy concerns, suggesting that while privacy calculus
may indeed be relevant in a decision process, the calculus
may be skewed by elements of user irrationality.

In part, such irrationality may be explained by limited
cognitive processing capacity, where reflection on the ben-
eficial use of a specific service may be given priority over
reflection on privacy concerns, as demonstrated in an exper-
imental study by Fu and colleagues [26]. Furthermore, in
a review of the literature on privacy and security in deci-
sion making, Acquisti and colleagues [2] noted that users,
when making decision to share personal data, are limited
by incomplete information available which in turn requires
reliance on heuristics for decision making.

Users’ privacy calculations may further be impacted
by other factors, such as trust, emotion, and social fac-
tors. Dinev and colleagues [16] in a study of data sharing
in online retail demonstrated the impact of users’ propen-
sity to trust and institutional trust when making decisions
with privacy implications. Zhang and colleagues [75], in an
interview study of media technology users, found people to
be impacted by folk theories, cognitive aspects and emo-
tion in their privacy decisions. Kehr and colleagues [36] in
an experiment on data sharing in a smartphone application
context, found that privacy assessment may be impacted
by momentary emotional states, e.g., due to positive affect
resulting from an interactive service. Trepte and colleagues
[67]., in an online experiment on personal data sharing, dem-
onstrated that while users to some extent behave as might be
expected from the perspective of a privacy calculus— where
higher privacy concerns were associated with a reduced
willingness to share personal data— such calculations may
also be impacted by social influence— demonstrated by the
impact of providing information on other users’ choices of
information sharing.

A privacy paradox?

In consequence of the range of factors which may impact
users’ decisions to share personal data, users have been
found to display a disconnect between their own data shar-
ing habits and their perceptions of these [5, 12], or to display
an inconsistency with regards to how they think and behave
with regards to data sharing [29]. That is, while users on the
one hand claim to be privacy concerned, they on the other
hand may be willing to share personal data for relatively
small benefits [39] without thorough consideration of pri-
vacy implications or mitigation mechanisms [15].

Such seemingly paradoxical behaviour may be exem-
plified e.g. in users’ disregard of their privacy rights when
consenting to data sharing. European legislation requires
website owners to gather informed consent from users
when gathering personal information. Such legislation has
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motivated potential means for users to mitigate privacy
issues, e.g. by gathering information on data sharing and
purposes. While users have been found typically to have
knowledge on their privacy rights according to European
legislation, few report to be inclined to take advantage of
these rights [54].

However, in a systematic review of literature on privacy
attitudes and behaviour, Gerber and colleagues [27] found
that the literature strongly supports the notion of privacy
calculus in users’ data sharing decisions, with personal
gains from data sharing to be among the strongest drivers
of personal data sharing. In consequence of the evidence
in support of privacy calculus in users, the privacy paradox
has by some been referred to as an unsubstantiated myth
[63]. Others, more favourably, have discussed it as a non-
paradoxical phenomenon which may be explained by fac-
tors associate with the service, the user, or the context that
potentially impacting rational privacy decisions [27].

An alternative perspective on the privacy paradox that has
emerged in privacy research, is that of privacy resignation,
that is, the sense of dissmpowerment in users in the face of
personal data sharing decisions [18]. For a privacy calcu-
lus to impact decision making and behaviour, users need
to have a sense of control or empowerment with regards
to their data sharing practices. Hargittai and Marwick [32],
in a qualitative user study, found that even privacy savvy
users expressed resignation, apathy and cynicism concern-
ing personal data sharing online— largely due to the desire to
interact socially online, networked privacy issues, and what
they saw as inevitable privacy breaches. Privacy resignation
may be seen as an alternative perspective on practices for
sharing personal data as guided mainly by rational decisions
over which the individual user has control. As discussed by
Draper [17], the challenges due to the networked nature of
online interactions and the overwhelming task it is for users
to take reasoned action with regard to data sharing, make
users feel they have no real choice but to share data— to an
extent that even privacy engaged users may lose faith in
their ability to keep up with their desired standards for pri-
vacy protection.

Privacy segmentation

Concluding this background section, we provide an over-
view of a previous research on privacy segmentation, that
is, whether users can be meaningfully grouped with regard
to similarities in privacy perceptions and behaviour. A much
cited privacy segmentation framework is Westin’s [70]
distinction between what he referred to as (a) fundamen-
talists, characterized by high levels of privacy awareness,
scepticism of organization’s claims to personal data, and
acknowledgement on the need for privacy regulation, (b)

pragmatists, characterized by moderate privacy concerns
and a willingness to share personal data in exchange for
clear benefits, and (c) unconcerned, characterized by limited
interest in and concern for privacy decision making, as well
as trust in organizations to handle data properly.

This segmentation was established in the mid-nineties,
and has since been applied, sought adapted, and criticised.
An example of direct application is Watson and colleagues’
[69] use of the segments to explore how privacy defaults
can be adapted to user preferences. An example of adap-
tations to the Westin segmentation is provided by Dupree
and colleagues [19] who identified five user clusters as part
of a design-oriented study, including fundamentalists, lazy
experts, technicians, amateurs, and marginally concerned.

There has also been substantial criticism of Westin’s pri-
vacy segmentation. One strain of criticism has noted that
empirical findings suggest limited value of user segments
for prediction of privacy behaviours [71]. Advancing this
criticism, researchers such as Martin and Nissenbaum [44]
and Yang and colleagues [73] have argued for the impor-
tance of contextual determinants for users privacy deci-
sions. A second strain of criticism has confronted the notion
of rational privacy decision making assumed by Westin and
argued for the need to instead protect users without sufficient
means to engage in healthy privacy protection practices. For
example, researchers such as Hoofnagle and Urban [33] dis-
tinguished between privacy resilient and privacy vulnerable
users. Particular sensitivity is required by service providers
requesting personal data from the latter user group.

Adding to the above, a range of other attempts at dis-
tinguishing between user segments or categories have been
made. For example, Bughin [10] identified seven mar-
ket segments of users in terms of their trade-offs between
privacy and usage. Egelman and Peer [21] explored psy-
chological factors explaining variation in privacy percep-
tions and behaviour. There has also been research returning
resembling segments to those provided by Westin [48, 60].
For example, Schomakers and colleagues [60] identified
a tripartite segmentation of users constituted of privacy
guardians, -pragmatists, and -cynics. When we in our study
explore user approaches to data sharing, we tie into this
backdrop of existing research and knowledge.

Research questions

While there is a large and growing knowledge base on pri-
vacy in HCI, there is an acknowledgement that substantial
privacy challenges exist in service provision and interac-
tive systems. Retail is a market sector where privacy chal-
lenges are particularly evident, as users’ digital information
is increasingly leveraged by retailers in online as well as
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offline contexts. At the same time, retail arguably is a mar-
ket sector where the potential benefits of personal data shar-
ing are immediately evident to users through rewards and
improved service.

Based in existing research, and in our assumption that
privacy challenges merits further debate in HCI, we formu-
lated the following research questions for this study.

RQ1. What characterizes users’ decision-making process
when sharing personal data with retail service providers?

RQ2. Which research challenges are particularly relevant
for HCI to help reduce users’ privacy concerns?

RQ1 motivated us to review user insight in a specific
market domain where privacy challenges— and benefits of
data sharing— are concrete and imminent. RQ2 motivated
a broader discussion on the basis of the user insight and
existing knowledge. Hence, RQ1 will mainly be addressed
through the findings in the results section while RQ2 will be
addressed through a discussion of these findings.

Method
Research design

The overall research design was set up as an exploratory
qualitative interview study, complemented with a ques-
tionnaire-based follow-up, in the context of retail. This
choice of research design was motivated by a need to gather
updated and contextualized information on users’ privacy
decisions, to enable reflection and discussion on how gath-
ering and processing of personal data in services and inter-
active systems can be improved. The study was conducted
in a Norwegian retail context, which is helpful given the
relative high uptake of digital and online services among
users in this country. Data from Statistics Norway show that
99% of Norwegians are online, 96% use internet banking,
and >50% us the internet to by items such a clothes [65].

Qualitative data were gathered through semi-structured
interviews with 14 participants, conducted as part of a mas-
ter thesis project in digital business systems. In a subsequent
follow-up questionnaire study, data were gathered from 191
participants from the retail context to gain further insight
into the broader relevance of the themes identified in the
interview study.

Participants and recruitment

To allow for a sufficient span in the participant group in the
interview study, recruitment of participants was set up so
as to distribute these across users with different attitudes
towards adoption of technology. Specifically, we used Rog-
ers’ [58] theory of diffusion of innovations, to distinguish
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broadly between users characterized as earlier adopters and
later adopters with regards to innovations in retail, such as
their use of online solutions, customer apps, and loyalty
programs.

Participants were recruited through a questionnaire dis-
tributed in the social media and professional networks of
the authors. This recruitment was seen as adequate given the
objective of the research to inform exploration. To assess
participant attitude towards innovations in retail, questions
addressed the participants self-reported inclination to iden-
tify and make use of new digital solutions in retail, as well
as their perceived influence on others’ use of digital solu-
tions in retail through advice or information.

In total, 54 potential participants signed up through the
questionnaire. Of these, interviews were conducted with 14
participants, eight male and six female. Of these, eight were
characterized as earlier adopters (five male, three female)
and six as later adopters (three male, three female). The age
of the participants spanned from 20 to 61 years (mean=31,
SD=15). The interviewed participants all received a gift
card of approximately 25 Euro value.

In the follow-up questionnaire study, data were gathered
from a sample of 191 participants recruited from a Norwe-
gian marketing panel. The participants were recruited to
ensure experience with online grocery retail. All partici-
pants had at least shopped groceries online once or a few
times, and 53% engaged in online shopping of groceries
monthly or more. The participants were also recruited so
as to do at least half of the grocery shopping in their house-
hold, with 86% reporting to do more than half of such shop-
ping. The sample was balanced with regards to gender (49%
males, 51% females). Participant age ranged from 30 to 60
years, with 51% in the 3045 year bracket and 49% in the
46—-60 year bracket. The majority of the participants (78%)
reported to live in households with two or more residents,
and nearly half the participants (43%) reported to have chil-
dren in the household. The participant sample for the ques-
tionnaire study did not overlap that of the interview study.

The participant age brackets in the online follow-up
study correspond well with demographic characteristics of
frequent users of online grocery retail, with millennials—
born in the years between early 1980’ies and mid 1990’ies—
leading the charge and the baby boomer generation— born
up to the mid 1960’ies lagging behind [64].

Interviews

The interviews were semi-structured to allow for sufficient
exploration of participants experiences concerning personal
data sharing in retail, as well as their perspectives on the
data sharing decision process.
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The interview guide was structured in four parts, address-
ing the following main themes:

e Experiences and perceptions on personal data sharing.

e Habits of data sharing.

e Decisions on data sharing and the decision-making
process.

e Knowledge and perceived impact of privacy regulation.

Throughout the interview, the participants were encouraged
to reflect on online as well as offline or in-store data sharing.
All interviews were conducted through an online meeting
solution (Microsoft Teams) for ease of access to participant
as well as to gather data from a broader geographical distri-
bution of participants. Mean interview duration was 27 min
(range: 19—41 min).

Prior to data collection, the interview guide and proce-
dure were tested and improved through two pilot interviews.
The procedure and guide were also assessed and confirmed
after four of the main interviews.

Analysis

All interviews were recorded and transcribed. Analysis was
conducted in line with Braun and Clarke’s [9] recommenda-
tions for thematic analysis.

The analysis generated 44 initial codes. These were
grouped into higher level subthemes which in turn was
grouped into themes concerning habit (sharing / non-shar-
ing), privacy calculus (positive / negative consequences),
privacy paradox (implicit / explicit), external factors (con-
textual, emotional, social), and regulation through GDPR
(knowledge, control).

The analysis process was conducted by the first author. To
strengthen quality in analysis, meetings for critical review
at the different stages in the process for thematic analysis
was conducted with the second author. The second author
also revisited the analysis to establish exact counts of occur-
rences for the different themes and assess the prevalence of
different approaches to personal data sharing.

In the presentation of the findings from the interview
study, the number of participants reflecting on each theme
is provided for transparency and to indicate the prevalence
of each theme.

Follow-up questionnaire study

The questionnaire study was conducted as a follow-up to
gain further insight into the main themes of the interview
study. Hence, the questionnaire included questions concern-
ing the main identified themes on approaches to personal
data sharing as well as negative and positive consequences

of personal data sharing of relevance to privacy calculus.
The questionnaire study participants were also asked about
their privacy concerns for validation purposes and for
insight into this aspect. The questionnaire items are pre-
sented in the Appendix.

Based on their responses on approaches to personal data
sharing, the participants were divided into three groups
reflecting their main identified approaches to personal data
sharing. The relative prevalence of the different approaches
were assessed, as well as their tendency to covary with six
identified themes related to privacy calculus.

Analyses of group differences were conducted by SPSS
v29. Group differences were conducted by way of ANOVA
and Tukey HSD pairwise comparisons with Bonferroni cor-
rection. Due to observed non-normality in distributions, all
analyses were replicated with the non-parametric Kruskal-
Wallis test. Non-parametric test results largely showed the
same pattern as the parametric tests and are not reported for
the sake of brevity as these.

Research ethics

Participant involvement and processing of their personal
data were only conducted following approval from the rel-
evant data protection body as well as informed consent from
participants. All participant data from the interview study
was anonymized as part of the analysis process. The follow-
up questionnaire study was conducted without the gathering
of personal data.

Results

In the results section, we first provide an overview of key
finding from the interviews. These concern data sharing
habits, privacy calculations, reflections on the privacy para-
dox, the impact of external factors, and perspectives on reg-
ulatory support as provided through the GDPR. Following
this, we present the findings from the follow-up question-
naire study. The participant quotes in the results presenta-
tion are translated from Norwegian.

Characteristics of users’ data sharing habits

In the interviews, the participants reported varying forms
and levels of data sharing when reporting on their habits
for sharing of personal data in retail contexts. All partici-
pants reported such data sharing, both online and in store.
However, there were substantial variations in their willing-
ness to share and the specific contexts of sharing, reflect-
ing convenience-oriented, opportunistic, and risk-oriented
approaches.
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Convenience-oriented approaches to data sharing

A convenience-oriented approach to data sharing, as
reflected in the interviews, may entail a sharing habit where
the participants often do not consciously reflect on personal
data sharing in concrete retail contexts. Five of the partici-
pants reflected a relatively convenience-oriented approach.
They considered personal data sharing typically to be a
habitual process they engaged in with little or no reflection
or afterthought during the actual sharing.

“When I buy, or go on websites I do not think too much
about what I am clicking on or allow, so I accept cook-
ies and things like that basically every time” (P12).

The convenience-oriented approach should, however, not
necessarily be seen as mindless. Rather, some these par-
ticipants noted that their habit of being accepting or liberal
in their data sharing was grounded in a conscious strategic
choice of prioritizing convenience and ease.

“I have a conscious but naive approach to [data shar-
ing] while I believe I mainly am able to avoid the
worst.” (P5).

Furthermore, all participants reflecting a convenience-
oriented approach to data sharing also indicated situations
or contexts where data sharing would not be acceptable to
them, such as when providers ask for data highly unrelated
to the provided service or in cases of seemingly untrust-
worthy providers. Also, most of these participants indicated
situations where they would have a more strategic or oppor-
tunistic approach to data sharing. Among the other par-
ticipants, one indicated a history of convenience-oriented
approach to data sharing, but noted that this was something
they had changed.

Opportunistic approaches to data sharing

Opportunistic approaches to personal data sharing was
reflected in the interviews as sharing mainly as a means for
getting personal benefits, such as discounts for members of
customer clubs or access to restricted content, while not-
ing an untroubled attitude towards this habit. As seen in the
response from one of the participants,

“They can know this about me. Because I have
weighed it against me getting a benefit. Even if small.
[...] L know it can be used in targeted marketing to me.
Which I think I can handle.” (P2).
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While all but one participants reported on instances of data
sharing practices that may be considered opportunistic, five
of the participants were found to mainly report on their per-
sonal data sharing as opportunistic.

“It might be a little weird, maybe I should think it
more through, but I think I'm just really quick to just
click like okay or accept or what you are clicking. 1
am just thinking that I am going to the next step, I am
getting this discount or get that newsletter, right, and
then I just don t think about it” (P9).

Participant reports suggesting a mainly opportunistic
approach to personal data sharing also entailed reports of
situations were sharing of such data would not be relevant.
That is, these five participants noted that in some contexts
the benefits received by data sharing would not outweigh
the perceived costs of sharing.

Risk-oriented approaches to data sharing

Risk-oriented approaches to personal data sharing, were
identified in the interviews as participants voiced substantial
concern regarding sharing of personal data in retail. Four of
the participants reflected a markedly risk-oriented approach.
Of'these, some noted that their privacy concerns had become
strengthened over time and that they, in response, actively
sought limiting their sharing of personal data, for example
with regards to permissions for internet cookies as reflected
in this example quote.

“In the beginning then the accept cookies, when was
it, when it came [...] I though okay, it is fine, fine. But
now these last six months I have become more con-
scious that when I am asked to share data, I always
press necessary, only necessary data” (P7).

The risk-oriented participants typically emphasized the
negative aspects of personal data sharing, such as issues
concerning reduced privacy and the potential for misuse of
data. Some also noted their own efforts only to share what is
needed of personal data to get required services or voiced a
general discomfort associated with sharing of personal data.

There is so much information about me out there that
I don't want others to have or don't see any need for
them to have, and also the constant selling of things,
like bombarding me with stuff—that’s something I'm
not too fond of. (P13)

Risk-oriented approaches to sharing of personal data were,
however, to some extent reported by all the participants
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of the study. That is, none of the participants reported to
share just any personal data with just anyone. Risk-oriented
approaches shared by most of the participants included the
need to distinguish between types of personal data and con-
texts. Most of the participants (11) noted that personal data
requested by a provider should be relevant for the particular
retail context, and some (6) noted a need to be more restric-
tive when invited to share personal data considered more
sensitive, such as contact information, location, and finan-
cial details.

“I am very careful with things related to payments,
personal identification numbers, and things like that—
I am very cautious about those” (P14).

Most participants (10) further noted that they distinguish
between actors worthy or unworthy of their trust for data
sharing, and also reported to react negatively on requests
for sharing of data not strictly needed for the task at hand.

“it is about, what kind of actor it is, and what they
need the information for. [...] If I, for example, buy
something, is it necessary that they know my birthday?
[...] It is an assessment” (P3).

Privacy calculations in sharing of personal data

Most participants (10) reported, with some level of detail, to
go through a form of calculation prior to deciding whether
or not to share personal data with retailers. In this calcula-
tion they weighed benefits and costs of sharing.

“Yes, I think about it. I am conscious about it, but then
1 think that it is okay. They get to know this about me,
1 think, because I have weighed this up against that [
get a benefit.” (P6).

Not all reported on going through a privacy calculation prior
to sharing data, though. Some noted that they considered
sharing of personal data as a requirement to use services
they wanted to access or as a means to achieve their objec-
tives in a convenient manner. In consequence, their reports
did not indicate a need for making a conscious choice for
each instance of data sharing.

“But yeah, so I see as, I see sharing the information
as necessary to get the service delivered, if that makes
sense” (P10).

Participants reporting to make privacy calculations prior
to sharing data varied in terms of the weight they put on
benefits and costs on sharing. Some weighed the perceived

value higher, accentuating the gains to be made by sharing
personal data. Others accentuated the costs of data sharing
in terms of the need to give up information of personal rel-
evance, and argued for not sharing data unless the benefit
was considered substantial.

“I'will say no, unless it has a benefit. I do not give just
to give, and if I do not get anything out if it.” (P13).

The participants reported on a number of potential negative
and positive consequences of data sharing. In the following,
we detail the main negative and positive consequences of
data sharing reported to be taken into consideration by the
participants.

Negative consequences considered in privacy calculations

Key negative consequences reported by the participants to
be of relevance for their calculations prior to sharing of per-
sonal data in retail, included lack of transparency, a sense of
surveillance, and annoyance with advertisement.

Lack of transparency in data sharing was reported as a
negative consequence most (13) of the participants took into
consideration when considering whether to share personal
data. Specifically, the participants noted as problematic that
they are not provided sufficient insight into the types of data
they are actually sharing nor what the data is used for.

“you share a lot of data, you know they know your
name, what e-mail address, phone number, possibly
which address, which card you are using. And then
you do not know much more about what data the
application has, what it contains, how long they have
the data for” (P7).

A sense of surveillance, or a feeling of being monitored, was
also reported by some (5) as relevant for the participants’
data sharing considerations. This sense of surveillance was
considered a cause of unease, leading to unwillingness to
sharing personal data.

“to the degree that I do not wish to share, it is because [
do not want unwanted, unnecessary attention on other
platforms, other than that I willingly share because |
know that I am monitored” (P1).

Annoyance with advertisement was reported by most par-
ticipants (8) as a as a third negative consequence considered
in privacy calculations. Some of the participants portrayed
sharing of personal data as a way to expose oneself to
unwanted attention from spammers or marketers, which is
illustrated in the following quote.
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“There is a lot of information about me out there, that
I do not really want anyone to have, or that I do not
see a need for them to have, and people constantly
selling things, pepper me with things, I am not too
fond of that” (P13).

Positive consequences considered in privacy calculations

The participants also reported on positive consequences of
data sharing in retail, which made up for the costs repre-
sented by the potential negative consequences. These posi-
tive consequences included immediate benefits, rewards,
and relevant advertisements.

The immediate benefit of data sharing may be an impor-
tant motivation, as reported by all the participants. In retail,
particularly online, sharing of personal data is typically
required to conduct desired transactions or get access to
desired content.

“I feel like all of the websites I am on have cookies
in a way, so there are no websites that do not have it,
so then I am like, OK, if I want to go on this website [
have to accept” (P11).

Rewards of different forms were also reported by most of
the participants (9) as common positive consequences con-
sidered as part of decisions on whether or not to share per-
sonal data. These rewards could be monetary, for example
in the form of discounts or gifts, or informational, in the
form of relevant newsletters.

“Like I am selling my personal information, like my,
my bank details and my name, my address, but I think
that is fine as long as I am getting these, those benefits
from this.” (P8).

Relevant advertisements were noted by some participants
(7) as a third positive consequence of personal data shar-
ing. Indeed, as noted above, advertisement was seen as a
potentially negative consequence of sharing personal data
for some. However, others saw this as a positive oppor-
tunity— as a possible gain, suggesting how the same out-
come of data sharing behaviour can be perceived differently
between users.

“if I go to Zalando, then I am a little like okay, they

can actually give me a personalized offer, if I just click
further here, and that is tempting” (P11).
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Considerations of trustworthiness in privacy calculations

In addition to considering potential negative and positive
consequences in their privacy calculus, some participants
also reported on considering risk-related aspects as part of
such calculations. Specifically, most participants (12) noted
that the business should seem serious and trustworthy for
them to share personal data. Such trust could be earned
through prior experience or through the brand or word of
mouth associated with the business.

“How I decide? No, that depends if I want their service
or not? No, so like, I open a website and I choose, and then
if they seem credible or trustworthy, and I really would like
that cap, for example, then I will buy it and fill in, and I am
like, yes, that s it” (P13).

Reflections on the privacy paradox

The participants were not asked directly about the pri-
vacy paradox in the study interview guide. However, their
responses included numerous indications of the poten-
tial relevance of this paradox. These indications could be
implicit, where the participants’ claims on their own privacy
behaviour was contradicted by their other reports on data
sharing. But the participants also made explicit notes of
seemingly paradoxical approaches to privacy in retail.

Implicit indications of the privacy paradox

Implicit indications of the privacy paradox in retail were
interpreted from participants’ reports on their data sharing
behaviour or in their concerns about data sharing without
reflection on potential mitigation actions.

Reports on data sharing behaviour were taken to indicate
aprivacy paradox in cases where the participants reported on
data sharing actions without sufficient corresponding con-
sideration. The participants reported on data sharing behav-
iour as something potentially requiring attention, while also
reporting on not providing this to a sufficient degree.

“I might have some thoughts about it right as I am
clicking, or not clicking, but then it kind of just moves
along” (P11).

Conversely, participants may also make implicit indications
of the privacy paradox as they report unease with specific
data sharing behaviour, but without reflecting on potential
mitigating behaviours to alleviate their concerns with data
sharing.
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“I am always thinking about it. It is like, every time
I have to write my social security number, I feel this
kind of lump in my stomach” (P3).

For some (5), the implicit indications of a privacy paradox
suggested a defeatist attitude towards personal data sharing.
These participants noted that there seems to be no easy way
around data sharing, particularly in online contexts, and one
may therefore just as well comply.

“Maybe I could have done more to figure out what the
necessary data actually means, though. But then I feel
like every website has cookies and then I am like, I feel
like I would have to quit using the internet if I found
out that I really do not like what the only necessary
cookies means and, so yeah, a little difficult honestly”
(P11).

Explicit expressions of the privacy paradox

Some of the participants (9) also made explicit expressions
of notions or ideas corresponding to the privacy paradox.
These participants reported both on the paradoxical prac-
tices of consumers in general or on their own paradoxical
practices.

For example, one of the participants reflected on the
paradoxical data sharing practices in general, noting that
people can on the one hand hold a restrictive attitude while
on other may display liberal sharing behaviour.

“[we] are the most restrictive and peculiar about
what data they want to share, simultaneously we are
the most open to share. No, you do not get to know
anything about me, because big brother is not allowed
to know, oh, do I get coffee? Yes then, go ahead” (P5).

At the individual level, paradoxical practices were sug-
gested as the cause of lack of interest or energy, lack of
actual control, or due to the heat of the moment. As noted in
the following participant quote.

“Maybe I could have rejected more cookies, but again
because I am lazy, it is like this, because I am really actually
conscious about it I think, like I try to reject all, but if [ am
in a bad mood or if I am impatient, then I just click accept,
and regret it a little afterwards” (P13).

Factors potentially skewing decisions to share data

The privacy paradox suggests that users’ decisions to share
data may be skewed by other factors than those accounted
for in a privacy calculus. The interviews provided insight
into several types of factors that may have such skewing

impact, including cognitive factors, emotional factors,
social factors, and contextual factors. We detail each of
these below.

Cognitive factors

The participants reported on several cognitive factors which
might skew their decisions to share data. In particular per-
ceived effort, perceived necessity, and concern for rigged
service or interaction design.

Perceived effort of doing adequate calculations prior
to sharing data was reported as detrimental by several of
the participants (10). These participants expressed that
thoroughly assessing implications of data sharing may be
difficult to do or highly time consuming. In consequence,
they reported to take actions that are less costly in terms of
immediate effort required.

“Sometimes there is way too much written, so that if it
says click here and share, I just think okay, fine” (P9).

Perceived necessity in data sharing was identified by some
(8) as another cognitive factor potentially skewing data
sharing decisions. Several of the participants noted that they
found sharing of personal data to be the only way to access
needed content and services, which in turn lead to a disre-
gard of nuanced calculations.

“It is a little like, if you do not accept these settings,
then you will not, then you will not be able to move
along, and you really do not have a choice if you want
to use the website and the service, so you really just
have to accept it” (P4).

Related to the perceived necessity in data sharing noted
above, some users (3) voiced a suspicion that design of ser-
vices may be purposely designed to lead or force users to
share personal data. Such perceptions of rigged service or
interaction design come close to the notion of dark patterns
in design and are reflected in the participant quote below.

“No, I don't think I have control over what, what I'm
sharing, yeah. I think because this, all this organized
and they want data, right? [...] it’s not actually we
decide or, what we want to share, it s actually by them
or they want information from us.” (P8).

Emotional factors
Emotional factors were also discussed as having the poten-

tial to skew user decisions to share personal data. Specifi-
cally, the participants reported on liking and trust in the
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service provider, as well as positive rapport with individual
service personnel.

Personal liking or preferences for a service provider or
brand was argued by most participants (10) as a contribu-
tor to becoming less concerned regarding privacy and more
willing to share personal data. Conversely, a lack of liking
or preference could have the opposite effect.

“Absolutely you want to share with those you like, or
brands you like, rather than brands you do not like, if
you do not like them, then I do not know why I would
give them information.” (P13).

Positive rapport in the service personnel concerned spe-
cific points of contact between the user and the service
provider. Some of the participants (3) associated positive
rapport with an increase in willingness to comply with
requests for sharing personal data while negative rapport
entailed the opposite.

“Is it a nice, welcoming cashier, it is easier to be nice
back and also do the choices they want you to. So
absolutely, emotional is a huge factor” (P4).

Trust in the brand or firm was also mentioned by most
participants (12) as a potential emotional factor that could
impact their willingness to share personal data. Trust is a
complex construct with both emotional and cognitive com-
ponents. The cognitive aspect of trust has been discussed
above. Emotional aspects of trust may likewise be relevant
for privacy concerns where, e.g., mere exposure may induce
trust and potentially impact willingness to share.

“It affects me in a positive way, you get, you become
more trusting towards the systems. So it is probably
because they are known retailers, stores, brands, then
the trust is there.” (P4).

Social and contextual factors

Some of the participants also noted that social and contex-
tual factors could impact their willingness to share personal
data in— in retail service contexts as well as in service con-
texts in general.

Social factors, as noted by most participants (9), could
concern explicit advice from friends or family regarding
whether or not to share personal data in retail or service
contexts. A few participants (2) specifically noted that their
willingness to share data with service providers, or to use
services for which they would otherwise have privacy con-
cern, could be impacted by their perceptions of what others
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do or expect from them. This sentiment is illustrated in the
following participant quote.

[...] so if a friend had told me that he got shampoo or
something like that after signing up, then [ would have
been a bit more willing to do it because I'm influenced
by my social environment. (P11)

Contextual factors, as discussed by some of the partici-
pants (6) concerned aspects of the retail environment which
could skew their willingness to share personal data in a pos-
itive or negative direction. Here, the participants noted that
the context of sharing was of substantial importance, as they
would assess the relevance or invasiveness of data sharing
in part with respect to the service context.

For example, some participants (4) mentioned contexts
such as being in a line at checkout as potentially discourag-
ing for sharing of personal data as the presence of others
could make the sharing seem more invasive or, also, disre-
spectful of others.

“if there is a long line and there are people behind me,
then I am like no, but I can do it later, it is just, I find
it uncomfortable” (P9).

Contextual factors were also mentioned as potentially low-
ering barriers for sharing personal data. Some participants
(6) discussed how a sense of urgency in the retail process
could lead them to become less critical in terms of privacy
concerns.

“Just because it is a big concert, for example, and then
it is like first come, first served, and then I am just happy
that I got tickets and I do not think about the fact that I have
clicked yes” (P12).

Perspectives on regulatory support

Towards the end of the interviews, the participants were
enquired concerning their perspectives on regulatory aspects
of personal data sharing and how these potentially impacted
their own perceptions and practices for data sharing in retail.
The participant responses in part concerned their knowledge
of privacy regulations and how this might impact them, in
part their perceptions of control through regulations.

Knowledge about privacy regulations

Nearly all the participants (13) were aware of privacy regu-
lations. They, however, differed markedly in their knowl-
edge of how these impact sharing and processing of personal
data in retail.
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Most of the participants (9) reported on knowledge on
the GDPR and how it can protect their rights as users, e.g.
by giving them rights to insight in the information that they
have and concrete penalties if privacy regulations are not
adhered to by providers, as well as making the users more
conscious about their own sharing habits. Some of the par-
ticipants also noted an effect on regulation in making users
more conscious regarding personal data sharing.

“The regulation has made us more conscious, both
as a consumer and what responsibility the businesses
has” (P7).

Other participants (5) noted that though they were aware
of relevant privacy regulations, they did not have sufficient
insight into how this may protect users. Hence, it was seen
as difficult to understand the potential impact these might
have on their own or others’ data sharing.

“I have heard about it [...], but I have not really put
a lot of effort into what it means other than that you
have a little more to say in regards to what you want
to do, or like, what the data should be used for” (P11).

Does privacy regulation provide needed control?

The participants also differed markedly in their views of the
degree of control they had over their personal data, and the
degree to which privacy regulations supported such control.
Half of the participants felt like they had sufficient over-
view and control over their personal data. In part through
their own efforts to keep such control, and in part through a
trust in the effect of current data protection regulations.

“What I like about the law, for my part, is that it is a
set of regulations with concrete regulatory measures
supporting my [relaxed data sharing practices]” (P5).

However, the other half of the participants perceived insuf-
ficient control over the personal data they have shared or
how this might be processed by service providers. This lack
of perceived control led them to express concern.

“I don 't think I have a good overview of all the infor-
mation theyre collecting [...] you can ask, you have
the right to ask the information collected to give you,
to send you all the data they collect, but you don't I'm
not sure if you know how they use data” (P10).

Results from questionnaire-based follow-up

In the questionnaire-based follow-up study (N=191), partic-
ipants reported on their approach to sharing of personal data
in retail (convenience-oriented, opportunistic, or risk-ori-
ented), their general privacy concern, and their perceptions
of the main positive and negative consequences identified as
important in privacy calculus in the retail domain.

Approaches to personal data sharing

To identify the participants’ main approaches to sharing of
personal data in retail, they first responded to statements
reflecting the three approaches identified in the interview
study (see Appendix). Responses were given on a Likert
scale from 1 (disagree strongly) to 7 (agree strongly). Fur-
thermore, in a subsequent question, participants were asked
to identify which of the three approaches they most identi-
fied with. Participants were identified as particularly reflect-
ing a specific approach to personal data sharing on the basis
of their Likert scale response, supplemented with their sub-
sequent self-identification in the case of similar Likert scale
scores.

Nearly half the participants were categorized as reflecting
a risk-oriented approach to personal data sharing, whereas
about a third were categorized as opportunistic and a about a
fifth convenience-oriented. Details are provided in Table 1.
ANOVAs showed significant differences between the groups
in terms of the degree to which they agreed with the state-
ments concerning convenience-oriented (F(2,183)=424, p
<,001), opportunistic (F(2,183)=42,7, p<.001), and risk-
oriented (F(2,183)=36,3, p <,001). Tukey HSD with Bon-
ferroni corrections showed significant differences for all
pairwise comparisons (p-adj <,05).

To further verify the grouping of participants as con-
venience-oriented, opportunistic, and risk-oriented, they
were also asked to report on three items measuring privacy

Table 1 Participant categories based on reported approaches to personal data sharing with frequencies as well as mean (SD) for participant scores

on the statement reflecting the category

Category Statement in questionnaire

Mean
(SD)

Frequency

Convenience-oriented
it.
Opportunistic
in return.
Risk-oriented
cautiously.

My personal data are valuable, and I’'m willing to share it with retailers if I get something

I’m worried about what retailers might do with my personal data, so I only share it very

I share my personal data with retailers when requested, but I don’t really think much about 42 (22,6%) 5,1

(LD
57(30,6%) 5.7

0,8
87 (46,8%) 5.5

(1,3)
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Fig. 1 Overview of scores by participant group for negative and positive consequences considered

concern (see Appendix), adapted from Grosso and col-
leagues (2020). Responses were given on Likert scales from
1 (disagree strongly) to 7 (agree strongly). The items showed
acceptable inter-item reliability (Cronbach alpha=0,85) and
a single measure for privacy concern was established by
averaging the participant scores for the three items. Over-
all, the participants scored 5,1 (SD=1,2), and 160 (84%)
reported agreement with at least one of the items measuring
privacy concern. Following ANOVA, the three participant
groups reflecting different approaches to sharing of personal
data were found to score significantly different on privacy
concern (F(2,183)=19,7, p <,001). Pairwise comparisons
with Tukey HSD and Bonferroni correction showed signifi-
cant differences between the risk-oriented and convenience-
oriented group (p-adj <,001), as well as the risk-oriented
and opportunistic group (p-adj <,001), but not between the
convenience-oriented and opportunistic group (p-adj =,29).

Privacy calculus— negative and positive consequences

The participants were asked to respond to six questionnaire
items reflecting the three key negative and three key positive
consequences considered in privacy calculus, as identified
in the interview study. The three key negative consequences
were: Lack of transparency in retailer processing of per-
sonal data, a sense of surveillance from sharing of personal
data in retail, and concern regarding use of personal data for
personalized advertising. The three positive consequences
were: Immediate benefits following personal data sharing,
rewards following personal data sharing, and satisfaction
with personalized advertising (see Appendix). Responses
were given on a Likert scale from 1 (disagree strongly) to
7 (agree strongly). An overview of the scores of the differ-
ent participant groups for the different negative and positive
consequences are presented in Fig. 1.

Following ANOVA, the three participant groups reflect-
ing different approaches to sharing of personal data were
found to score significantly different on privacy concern
(F(2,183)=19,7,p<.001). Pairwise comparisons with Tukey
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HSD and Bonferroni correction showed significant differ-
ences between the risk-oriented and convenience-oriented
group, as well as the risk-oriented and opportunistic group,
for all negative and positive consequences (for all compari-
sons p-adj <,01). For the convenience-oriented and oppor-
tunistic groups, the pairwise comparisons tended towards
significance for the positive consequence of rewards (p-adj
=,07) but showed non-significant differences for the others
(p-adj range =,46—1).

Discussion

The presented study provides insight into users’ perceptions
of personal data sharing and their decision-making process
towards such sharing in the retail context. In the discussion
section, we will first reflect on these insights relative to
existing literature before discussing how these may provide
insight in the challenges that HCI researchers could address
to reduce users’ privacy concerns. Following this, we dis-
cuss theoretical and practical implications of the findings,
study limitations, and future research.

Characteristics of users’ decision-making process for
personal data sharing

Variation in retail data sharing habits

The study provides updated insights into perspectives on
data sharing and the associated data sharing process. In the
interview study, all participants were aware of data sharing
in retail on a general level, likely due to the high volumes
of personal data sharing and processing in this domain [46].
Furthermore, most participants in the follow-up question-
naire study were in agreement with at least one of the three
items measuring privacy concern. This general privacy
awareness is well in line with industry reports suggesting
increased privacy awareness both from service providers
[12] and consumers [14].
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At the same time, the interview study also reflect sub-
stantial variation between users with regards both to privacy
concerns and data sharing habits to be expected in retail.
While some participants reported something resembling a
fatalist perspective on sharing of personal data, as something
one just has to comply with, others were actively seeking
means of reducing such sharing or more thoroughly weigh-
ing its costs and benefits. Similar variation was observed in
the follow-up questionnaire study. This is in line with exist-
ing literature, where variation has been shown due to differ-
ences in capacity and interest [30] or level of insight [57].

The identified variation in privacy concern also suggests
that the cost of being privacy aware may be too high for
some. The majority of interview participants indicated that
being privacy aware is too consuming in terms of time or
effort. This finding is relevant with regards to the notion of
privacy resignation, where users due to a sense of disem-
powerment following from being overwhelmed by myriad
privacy decisions, engage in apathetic or cynical data shar-
ing despite a desire to be privacy aware [17, 18].

It is noteworthy that we in our small sample find evi-
dence of three distinct perspectives on data sharing habits in
retail. Some participants indicated to prioritize convenience
rather than vigilance when reflecting on specific data shar-
ing instances, motivated by an overall acknowledgement
of a general need to share data to get needed information
and services. Others indicated an opportunistic approach,
mainly considering their personal data an asset to be traded
for benefits. Yet others, typically reported on a risk-oriented
approach expressing substantial privacy concern.

This tripartite distinction of user types— convenience-
oriented, opportunistic, and risk-oriented— is interesting
both as it echoes privacy segmentation types in the litera-
ture— including Westin’s [70] distinction between privacy
unconcerned, pragmatists, and fundamentalists— and as it
suggests different user needs to be addressed through pri-
vacy improvements. The user segments identified in the
three types may also complement other classifications of
users with regards to their privacy concerns. For example,
our risk-oriented user type may be seen as particularly
concerned with the risk associated with privacy decisions,
rather than focussing squarely on privacy as such. Further-
more, our convenience-oriented type seems to strike a bal-
ance between Westin’s user segment of privacy unconcerned
and the alternative user type of privacy cynics suggested by
Schomakers and colleagues [60].

Our follow-up questionnaire study indicated substan-
tial prevalence of all three types, though users with a risk-
oriented approach were the most prominent group in our
sample. The distinction between user types resonates with
findings in the literature on privacy concerns as impacted
by individual differences, for example in variation in users’

propensity to trust [16]. However, the prevalence of risk-
oriented users in our study, with nearly half the participants
in our follow-up study categorized as belonging to this
group, clearly indicates the importance for service provid-
ers to facilitate healthy privacy practices. The prevalence
of risk-oriented users in our study is also higher than what
has been found in other contexts. Westin [70] reported an
increase in what he referred to privacy fundamentalists to
about one third of the population early in the decade. Scho-
makers and colleagues [60] identified 38% privacy guard-
ians in their study on online privacy. Recent industry reports
also suggest increased privacy awareness in the population
[14]. The reason for relatively high prevalence of risk-ori-
ented users found in our study could be due to many aspects
of the context. However, it seems to align well with a gen-
eral tendency towards increased awareness in privacy deci-
sion making.

User reports on data sharing decisions in retail

In line with existing knowledge [27], most participants in
the interview study typically reported to undertake some
form of assessment prior to making decisions on sharing
of personal data in the retail context. Here, it is interesting
to note that while some of the participants accentuated the
need to minimize data sharing, others accentuated the poten-
tial positive consequences of data sharing. This duality was
corroborated in our follow-up questionnaire study, where
the participants categorized as risk-oriented substantially
differed from the convenience-oriented and opportunistic
participants in their concern for negative consequences of
data sharing and views on positive consequences. These
dual perspectives on sharing of personal data echoes the
argument of Martin and Palmatier [46] of a tension between
users’ desire for privacy on the one hand and personaliza-
tion on the other. We find it interesting that each of these
two perspectives seem to be voiced more strongly by dif-
ferent participants, where some are more privacy concerned
whereas others are more focused on the potential benefits to
be had. Potentially, this distinction may allude to a need for
privacy management strategies that help users balance ben-
efits and costs, where some may need particular support to
take into account the cost whereas others may need support
to take into account the benefits.

The participants in the interview study addressed sev-
eral negative and positive consequences of relevance for a
privacy calculus in the retail context. Specifically, lack of
transparency, a sense of surveillance, and annoyance with
advertisement were given specific mention as negative con-
sequences. Variation in negative consequences is in line with
what can be expected from the literature [27], but the spe-
cific concerns made are interesting in that they accentuate
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aspects of what has been described as surveillance capi-
talism [76], e.g. in the context of behavioural advertising
[73]. Likewise, the positive consequences reported are
also aligned with the argument of surveillance capitalism,
including immediate benefits, rewards, and relevant adver-
tisements gained from sharing personal data. Hence, while
the interview findings clearly suggest a privacy calculus
[62], they also reflect key themes in the dystopic perspec-
tive of surveillance capitalism [76].

The follow-up questionnaire study further explored the
relevance of the negative and positive consequences of rel-
evance for a privacy calculus. Here, it is or particular inter-
est to see how different approaches to personal data sharing
may covary with perceptions of negative and positive conse-
quences. Risk-oriented participants were significantly more
in agreement with the relevance of negative consequences—
lack of transparency, a sense of surveillance, and a dislike
for personalized advertisements— than the convenience-ori-
ented and opportunistic participants. Furthermore, oppor-
tunistic participants tended towards higher agreement with
the relevance of the highest scoring positive consequence—
rewards— and were together with the convenience-oriented
participants more in agreement with the risk-oriented par-
ticipants on all three positive consequences— immediate
benefits, rewards, and personalized advertisements.

While risk-oriented participants mainly considered nega-
tive aspects of such advertising, other participants could be
inclined to also see potential benefits. Such findings indicate
the need to be respectful of users different preferences and
thresholds for what is seen as acceptable use of personal
data.

At the same time, our findings illustrate how user’s
assessments of negative and positive consequences of per-
sonal data sharing may imply a need to negotiate conflict-
ing preferences, something that may result in variation in
privacy perceptions across contexts. Participants character-
ized as convenience-oriented and opportunistic reported,
on average, resembling scores on dislike of personalized
advertising and on perceived benefits of such advertising.
This suggests that these user groups may be comfortable
with data-driven advertising for some contexts but not for
others— a notion that is in line with previous work arguing
for the importance of context in users privacy decisions [50,
73]. While categorization of users according to their pri-
vacy decision making approaches may support prediction
on their privacy decisions, contextual factors will likely also
be important in determining such decisions.

The interview reports also indicate substantial awareness
of data sharing decisions being impacted by other factors
than those included in a privacy calculus. Reported fac-
tors were cognitive, emotional, social, and contextual, and
correspond well to factors identified in the literature [27].

@ Springer

Furthermore, the interviews also reflected the challenges
users may face when trying to be privacy aware. Here, users
noted perceptions indicating the relevance of privacy res-
ignation as a potential explanation of personal data sharing
practices not in line with what would be expected from a
privacy calculus. As noted by Hargittai and Marwick [32,
47], privacy resignation may be a relevant challenge for any
user given the challenges of keeping up with privacy deci-
sions— a challenge that is not made easier by the application
of dark patterns in privacy design, where users are nudged
or forced to share personal data in return for services [28,
29].

This level of awareness in challenges concerning pri-
vacy awareness is encouraging, as it suggests that factors
potentially skewing a privacy decision-making process may
not only be identifiable in research studies [2, 23, 36, 60]
but also immediately evident to the individual user. Hence,
users may be assumed not just to engage in privacy calcu-
lus when sharing data, but also to be able to reflect on their
decision-making process and recognize when this breaks
down- as suggested in indications of seemingly paradoxical
perceptions and behaviours. Hopefully this awareness can
be leveraged to encourage needed changes to practices of
personal data sharing.

User reports on the benefit of regulation

The participants’ levels of awareness concerning privacy
regulation is also encouraging, suggesting that users may
have some knowledge of regulation though there might be a
need for further clarification how to make use of the rights
that regulations provide. In their research on internet cook-
ies, Presthus and Serum [54], showed that users may be
aware of beneficial regulation while at the same time may
be unable or unwilling to take advantage of such regula-
tion to mitigate privacy issues. Our study complements their
findings, though in the specific context of retail, suggest-
ing that users— while typically seeing the benefits of privacy
regulation— in part lack insight in the details of how privacy
regulation might protect them, and in part lack a sense of
control regarding data sharing despite of privacy regulation.

Research challenges for HCl to help reduce users’
privacy concerns

Drawing on the user insights from the research, and the
reflections of these insights on the basis of the existing
knowledge base, we will now reflect on the specific research
challenges for the field of HCI that may be relevant to help
users in their data sharing decision processes and, thereby
reduce privacy concerns.
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These reflections are only intended as complementary to
other calls for HCI research in the field, including research
on privacy implications of user interface design [51], pri-
vacy in the internet of things [22], and privacy concerns for
vulnerable groups [49]. Specifically, we will address three
challenges: scoping, balancing, and acting.

The scoping challenge

Supporting users in scoping their privacy concerns and deci-
sions is an important challenge for HCI. As indicated from
the findings of our study, as well as in the research litera-
ture, users are challenged to see the full implications of their
immediate data sharing decisions. This may be due to the
inherent tension between users’ desires for relevant services
on the one hand, and their desire to protect their privacy
on the other [46], as well as the lack of service providers’
accommodation of user needs for transparency and simplic-
ity regarding personal data sharing [29]. Furthermore, users
may have limited capacity for making privacy calculations
[30], or insufficient insight or confidence in how data is pro-
cessed [57], which may lead to privacy resignation [18] and
damage trust in providers [10].

On this background, the immediate benefit achieved
from sharing data— such as accessing a service or receiving
a reward— may outweigh the concern for long-term nega-
tive implications of data sharing. As noted in our findings,
participants are particularly concerned about a lack of trans-
parency in data sharing and consequences of data sharing
reminiscent of surveillance capitalism [76]. Service provid-
ers hence need to put emphasis on simple and transparent
information that help users understand the scope of their
privacy decisions. HCI research towards this challenge may,
e.g., draw on work concerning privacy awareness and pri-
vacy by design [24, 41, 55].

The balancing challenge

Building on the first, a second challenge for HCI research
is to help users balance costs and benefits in a privacy cal-
culus. As seen in the study findings, users may have dif-
ferent approaches to privacy decisions, where some are
convenience-oriented, others opportunistic, and yet others
risk-oriented. HCI research is needed to support users with
different approaches to decision making to engage in sound
data sharing practices.

Helping users to balance benefits and costs in a thought-
ful manner, may be particularly challenging for sharing of
personal data with varying sensitivity or potential for harm
[42]. Hence, helping users to distinguish between data shar-
ing with more or less potential for unwanted implications,
will be an important part of the balancing challenge.

The balancing challenge may, in part, be a challenge of
user interface design. For example, Fu and colleagues [26]
reported on a user-centred process for the design of privacy
choice interactions. Following such a line of research, pri-
vacy choice interactions could be tailored to suit different
user types, or validated as a best fit across user types, draw-
ing on existing research on user-centred design of privacy
facts [37, 38] and privacy icons [18, 31], as well as work
on user privacy preferences [66, 68]. Furthermore, work
on identification and mitigation of dark patterns in privacy
design may be important as part of the awareness raising
needed to address this challenge properly [28, 29].

In HCI research towards this challenge, it may be ben-
eficial to note users’ ability to assess the value of benefits
achieved through data sharing [29]. For example, in the
retail domain data sharing may have clear and calculable
benefits. The balancing challenge requires HCI researchers
to facilitate representations of costs in data sharing that are
as easy for users to calculate as benefits currently are.

The action challenge

The third challenge we propose as important to accentuate
in HCI research, is the action challenge. That is, the chal-
lenge of enabling and motivating all users to take sufficient
privacy action when engaging with interactive systems and
service providers. The findings in the presented study exem-
plify users’ potential for making basic calculations of ben-
efits and costs of data sharing. However, contextual factors
may severely skew or bypass this calculation, for example
in the form of the social impact of other customers standing
in line at a checkout counter or emotional impact of a pleas-
ant interaction, as also shown in the literature [27].

Users, hence, need help in taking concrete steps to sup-
port sound privacy decisions amidst contextual distrac-
tions. For this, one might, on the one hand, consider design
choices that help users make comprehensive considerations
when doing data sharing choices [22]. Or one might con-
sider design choices that help users stick to premeditated
choices, where they recognize preferrable alternatives,
select and move on, or where they, e.g., are supported by
context aware [59] or policy driven privacy support [1].
Indeed, a continued challenge for HCI research.

Furthermore, service providers need to be aware of
their responsibility in empowering users to take action
with regard to privacy protection. The notion of privacy
resignation, reflected in our findings of study participants’
perceptions of difficulty in engaging in privacy protecting
behaviour, may serve as a call to awareness for providers to
improve on their personal data collection and related design
and information practices.
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Implications

While we above have discussed the study findings with
regards to how these may inform the field of HCI research
with regards to key challenges in user-centred design of pri-
vacy choice, the study also has some general implications
which we briefly summarize here. These implications con-
cern theory and practice.

Implications for theory

In addition to the proposed HCI challenges, the study holds
the following two theoretical implications.

Users’ privacy awareness In response to Martin and Pal-
matier’s [46] call for research shedding light on users’
insight into sharing of personal data and its implications,
we have provided a qualitative exploration with a quantita-
tive follow-up showing the potential that users may have
for insightful and informed choice, in line with a privacy
calculus, as well as an awareness of factors that might limit
their ability to make informed choices. Here, we note that
the efforts required to be privacy aware may need even more
attention in the literature to ensure that privacy awareness
enables action instead of inducing resignation [17].

Individual variation in users’ approaches to privacy deci-
sions The study suggests a tripartite classification of users,
with reports of convenience-oriented, opportunistic, and
risk-oriented approaches to privacy decisions. The rel-
evance of the classification has been initially tried in the
follow-up questionnaire study. Potentially this classification
could form the basis for a user typology to support future
privacy design work, complementing existing typologies
from privacy segmentation research [60, 70].

Implications for practice

The study also holds implications for practice. We find the
following four to be of particular relevance.

Improve support for privacy decision making Our study
findings show that while users may be privacy concerned,
the resource demand for acting on this may be too high. At
the same time, privacy awareness is likely on the rise [14].
Service providers may, hence, benefit, in terms of improved
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user experience or trust [10], for strengthening support for
privacy decision making.

Cater to variation in users’ needs Users vary in their needs
for support during privacy decisions. Different user types
may have different requirements, and service providers aim-
ing to provide optimal support for privacy decision making
needs to do this in a user-centred manner fitting different
users’ needs.

Mind opportunistic privacy decisions Users displaying an
opportunistic approach to privacy decision making may be
valuable to achieve an improved basis for understanding the
process of privacy decision-making. Opportunistic calcu-
lation of benefits for sharing personal data may pave the
way for more comprehensive assessment including nuanced
considerations of benefits and costs, potentially leading
to strengthened expectations for accountability in service
providers.

Foster provider responsibility The substantial share of
users categorized as risk-oriented in the study, along with
the increased demands on providers following from privacy
legislation and users’ associated awareness of this legisla-
tion, suggests a need for further fostering of privacy respon-
sibility among service providers. Such responsibility should
entail support for helping users engaging in healthy privacy
decisions, as well as striving for transparency and account-
ability in person data collection and use.

Limitations and future research

The presented study is a small-scale exploration of an impor-
tant research area. While the explorations have enabled in-
depth insight into users current decision-making process in
a specific domain and thereby allowed for reflection on key
privacy research challenges for HCI, the study has impor-
tant limitations.

First, the study is limited as it is conducted on a relatively
small scale in a specific market. While the study allows
interesting insights, it will be highly interesting to see simi-
lar exploratory studies in other domains and markets. Such
replications of the study may provide a richer understand-
ing of users’ decision-making processes for sharing of per-
sonal data and may help expand on the proposed research
challenges.

Second, the study is limited as it only concerns users’
self-reports and reflections on sharing of personal data, and
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not data on user behaviour. While the study provides use-
ful insight into users’ reflections and perspectives on pri-
vacy and data sharing, this insight would have been further
strengthened through triangulation with behavioural data.
We foresee future research to include data on users’ behav-
iour to complement self-reports.

Third, the study is limited as it only proposes research
challenges for the field of HCI without proposing concrete
steps towards addressing these challenges. Such propos-
als of steps to address the research challenges could, for
example, be gathered through involvement of a broader
range of researchers in the process. We nevertheless believe
the challenges will be helpful starting points for discussion
and reflection in the field and hope that they will motivate
needed future research in this important area.

Appendix

Measurement instruments used in the follow-up question-
naire study.

Approach to personal data sharing

Approach to personal data sharing was measured by the fol-
lowing three items, scored on a Likert scale from 1 (disagree
strongly) to 7 (agree strongly).

e [ share my personal data with retailers when requested,
but I don’t really think much about it.

e My personal data are valuable, and I’'m willing to share
it with retailers if I get something in return.

e [’m worried about what retailers might do with my per-
sonal data, so I only share it very cautiously.

Following their response to the three items, the partici-
pants were requested to select which of the three items that
described them the most.

Participants were divided in three groups of differ-
ent approaches to personal data sharing based on their
responses. Participants who scored higher on one of the Lik-
ert scale items than the two others were designated to the
corresponding group. Participants with two or three high-
est storing items were designated to a group based on their
selection of which of the three items that described them
the most. In this second steps, participants with selection of
items that described them the most not matching a highest-
scoring Likert scale item were filtered out (5 participants).

Privacy concern

Privacy concern was measured by the following three items
adapted from Grosso et al. [21], scored on a Likert scale
from 1 (disagree strongly) to 7 (agree strongly).

o When retailers ask me for personal information, I some-
times think twice before providing it.

e [t bothers me that I need to give personal information to
many retailers.

e [ am concerned that retailers are collecting too much
personal information about me.

Privacy calculus- negative consequences considered

Participants were asked to respond to the following three
items reflecting the three key negative consequences con-
sidered in privacy calculus, as identified in the interview
study. The items were scored on a Likert scale from 1 (dis-
agree strongly) to 7 (agree strongly).

e [ am concerned about a lack of transparency in collec-
tion and use of personal data by retailers.

e Jam concerned about a sense of surveillance that comes
from sharing personal data with retailers.

e [ am concerned about how personal data is used by re-
tailers to personalize advertisement to me.

Privacy calculus- positive consequences considered

Participants were asked to respond to the following three
items reflecting the three key positive consequences consid-
ered in privacy calculus, as identified in the interview study.
The items were scored on a Likert scale from 1 (disagree
strongly) to 7 (agree strongly).

e [ like the immediate benefits that can follow from shar-
ing my personal data with retailers.

o [ like getting rewards for sharing my personal data with
retailers.

e [ like that data sharing with retailers can make advertise-
ments more personalized.
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